
Motivation: Future object localization is a new area of 
research with potentially useful application to collision 
prevention systems and tracking algorithms.

Goal: Accurately predict future object localizations (for 
any given future timepoint) while also modeling their 
uncertainty.

Challenges:
1. Overfitting to rare instances can occur when 
modeling Gaussian uncertainty.
2. Current techniques fail to evaluate aleatoric 
uncertainty by only evaluating prediction mean
Contributions:
• We model predictions as a continuous function of 

time: Less expensive without sacrificing accuracy
• Robust distribution formulation
• Introduce technique for uncertainty evaluation
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Training for Confidence

Visualizing Estimations with Uncertainty

prior localizations, true +1s future localization (white), 
mean for +1s localization, location probability for +1s
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Predicting Relative Transformations

Model Output: Functions of Time
• Output is a set of coefficients for the bounding box 

predictor Td and uncertainty model σd
• Construct polynomial functions:

Localization Loss w/o Uncertainty
• Evaluate at 10 future timesteps
• Minimize error from predicted                  to 

ground truth                  using Huber loss

• We maximize the likelihood of a distribution 
defined by the Huber loss

• Huber loss combines the L1 and L2
losses; the Huber distribution combines 
the Gaussian and Laplace distributions

Scale-invariant transformation1

𝐵𝐵𝑥𝑥(𝑡𝑡) = 𝑤𝑤0𝑇𝑇𝑥𝑥 + 𝑥𝑥0
𝐵𝐵𝑦𝑦(𝑡𝑡) = ℎ0𝑇𝑇𝑦𝑦 + 𝑦𝑦0
𝐵𝐵𝑤𝑤(𝑡𝑡) = 𝑤𝑤0exp(𝑇𝑇𝑤𝑤)
𝐵𝐵ℎ(𝑡𝑡) = ℎ0exp(𝑇𝑇ℎ)

Marginal log-probability distributions for +1s
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1R. Girshick (2013), Rich Feature Hierarchies
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